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Resumo. Este artigo apresenta uma arquitetura confiável para uso de detectores de intrusão 
através da utilização de máquinas virtuais, que, com as vantagens de portabilidade e custo, vêm 
se destacando para a criação de servidores. A arquitetura proposta faz uso de máquinas virtuais 
para deixar o sistema de detecção de intrusão invisível e inacessível, caso haja uma invasão. Os 
testes apresentados mostram que a utilização desta arquitetura é funcional e viável para uma 
arquitetura de servidores. 
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1 Introdução 

A Web enfrenta diferentes ameaças desde a sua criação, que aumentam com o passar dos 
tempos. Com a necessidade de criação de novas funcionalidades em um ambiente em crescimento, 
projetistas podem não ter dado a devida atenção para a segurança dos sistemas desenvolvidos. 

As redes de computadores têm crescido constantemente, acompanhadas em uma mesma 
proporção pela área de segurança, para manter a integridade de seus serviços disponibilizados. As 
preocupações com as questões relativas à segurança são reais e não podem ser deixadas de lado, 
pois existem pessoas (cracker) com intenção de invadir, prejudicando e bisbilhotando sites com 
conteúdo confidencial. No entanto, métodos para bloquear esses intrusos estão sendo 
desenvolvidos, fazendo com que fique cada vez mais difícil a ação deles. 

Diversas ferramentas contribuem para aumentar a segurança de um sistema de computação, 
entre as quais se destacam os Firewalls e os sistemas de detecção de intrusão (IDS – Intrusion 
Detection System). Tais sistemas monitoram continuamente a atividade de um ambiente 
computacional, buscando evidências de intrusões (LAUREANO, 2004). Estas ferramentas fazem a 
análise automatizada das informações, viabilizando auditorias do sistema.  

Máquinas virtuais, segundo Chen e Noble (2001), podem ser usadas para incrementar a 
segurança de um sistema computacional contra ataques aos seus serviços. O uso de máquinas 
virtuais vem se tornando interessante também em sistemas computacionais modernos, devido a 
suas vantagens em termos de custo e portabilidade (BLUNDEN, 2002). A utilização de máquinas 
virtuais evita a necessidade de se ter um equipamento para cada servidor de sua rede: pode-se ter 
um único equipamento e neste várias máquinas virtuais com os diversos aplicativos. 

Devido à vulnerabilidade intrínseca dos sistemas de detecção de intrusão, que podem ter seu 
processo interrompido sem maiores dificuldades caso haja uma invasão no servidor onde estiver 
rodando, tem-se a necessidade de aumentar o nível de segurança destes sistemas. Para que se tenha 
um aumento do nível de segurança em servidores Web, este trabalho propõe uma solução onde 
serão utilizadas duas ferramentas em conjunto: a primeira, uma máquina virtual (como um sistema 
convidado) que será preparada para ser o servidor; a segunda um sistema de detecção de intrusão, 
que deve estar configurado de tal maneira que o invasor não tenha acesso e não tenha como ocultar 
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os rastos da sua invasão, até mesmo porque ele sequer tem como saber da sua presença. No caso 
de uma invasão, a máquina virtual representa uma armadilha de rede (honeynet). 

Magalhaes (2004) escreveu um artigo que serve como referência na criação de armadilhas de 
rede, destacando o objetivo de empregá-las nas redes de empresas. Essas armadilhas de redes são 
usadas como uma estratégia para acompanhar e aprender estratégias e conhecer ferramentas 
utilizadas em ataques de redes por hackers e uma das formas de implementá-las é através do uso 
de máquinas virtuais. Outro artigo que aborda as honeynets implementadas através de máquinas 
virtuais é de autoria de Clark (2001) e está disponível no site do SecurityFocus. 

O presente artigo apresenta o resultado de um trabalho de Pós-Graduação que teve como 
objetivo desenvolver uma implantação de uma arquitetura de detecção de intrusão, utilizando os 
recursos de máquinas virtuais como servidores de aplicações para a internet, e apresentar os 
benefícios dessa arquitetura em relação à segurança de servidores Web, ao ocultar tanto os 
softwares de monitoração como os registros gerados. 

O aumento do nível de segurança para aplicações web é uma necessidade, tendo em vista que 
o crescimento da rede internet é inevitável e, portanto, sua vulnerabilidade também. Mecanismos 
de monitoração do tráfego de dados de acesso a aplicativos web são fundamentais, mas tanto as 
aplicações quanto seus relatórios são suscetíveis ao acesso por parte de hackers. 

2 Segurança de servidores web 

Existem várias ferramentas para a proteção de um servidor e da sua própria rede. Não existe 
um único software ou hardware que realiza todo o trabalho de proteção. Normalmente os sistemas 
para proteger uma rede são vários e servem para complementar um ao outro. Exemplos de 
ferramentas para a proteção são o Firewall e o IDS. 

As ferramentas para segurança de computadores e redes são necessárias para proporcionar 
transações seguras. Geralmente, as instituições concentram suas defesas em ferramentas 
preventivas como Firewalls, mas acabam ignorando as ferramentas de detecção de intrusão. 

O Firewall é o mecanismo de segurança interposto entre a rede interna e a rede externa com a 
finalidade de liberar ou bloquear o acesso de computadores remotos aos serviços que são 
oferecidos em um perímetro ou dentro da rede corporativa. Este mecanismo de segurança pode ser 
baseado em hardware, software ou uma mistura dos dois. 

A construção de um Firewall é raramente constituída de uma única técnica. É, ao contrário, 
um conjunto balanceado de diferentes técnicas para resolver diferentes problemas. O objetivo de 
qualquer Firewall é criar um perímetro de defesa projetado para proteger os recursos internos de 
uma organização. 

Atualmente um Firewall não garante mais que a empresa esteja livre de sofrer ataques. Outra 
ferramenta que se destaca é o Sistema de Detecção de Intrusão (IDS), uma ferramenta que visa 
auxiliar as empresas a proteger sua rede contra ataques e invasões. 

Uma forma mais avançada de segurança combina o IDS com o Firewall, onde o IDS detecta 
o intruso e interage com o Firewall para que o tráfego de futuros pacotes possa ser negado. 

3 Máquinas virtuais 

As máquinas virtuais foram originalmente desenvolvidas para centralizar os sistemas de 
computador utilizados no ambiente VM/370 da IBM. Naquele sistema, cada máquina virtual 
simulava uma réplica física da máquina real e os usuários tinham a ilusão de que o sistema estava 
disponível para seu uso exclusivo (SUGERMAN; GANESCH; BENG-HONG, 2001). 
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Segundo Campos (2003), pode-se definir uma máquina virtual (VM) como uma máquina 
abstrata, ao contrário de uma máquina emulada, que permite que a máquina real seja particionada 
de tal modo que diversos sistemas operacionais sejam executados ao mesmo tempo. 

Um emulador é um software que simula um computador real. Um emulador "engana", 
fazendo com que todas as operações da máquina real sejam implementadas em um software. Isso 
possibilita executar um aplicativo de uma plataforma em outra, por exemplo, um aplicativo do 
Windows executando no Linux. Devido à simulação quase que total das instruções de um 
computador, um emulador perde muito em eficiência ao traduzir cada instrução da máquina real. 

Segundo Laureano (2004), a funcionalidade e o nível de abstração de uma máquina virtual 
encontra-se em uma posição intermediária entre uma máquina real e um emulador, de forma que 
os recursos de hardware e de controle são abstraídos e usados pelas aplicações. 

O software de máquina virtual cria um ambiente através de um monitor de máquina virtual 
(Virtual Machine Monitor – VMM), que é um computador com seu próprio sistema operacional 
dentro de outro sistema operacional (host). Este monitor pode criar várias máquinas virtuais sem 
que nenhuma interfira na outra e também não interfira no sistema real onde o software de máquina 
virtual está instalado. A máquina virtual pode ser uma cópia do hardware da máquina real, fazendo 
com que o sistema operacional na máquina virtual pareça estar executando diretamente sobre um 
computador real. 

Cada máquina virtual trabalha como um PC completo, com direito até a BIOS e configuração 
do Setup. Dispositivos como o CD-ROM e unidades de disquetes podem ser compartilhados entre 
as máquinas virtuais e o sistema host, em alguns casos até mesmo simultaneamente (uma unidade 
de CD pode ser acessada em todos os sistemas). 

De acordo com Rosenblum (2004), embora as funcionalidades dos diversos ambientes 
virtuais sejam diferentes, todos compartilham de atributos comuns como: 

·  compatibilidade do software: a máquina virtual fornece uma abstração compatível de 
modo que todo o software escrito para ela funcione; 

·  isolamento: faz com que os softwares que funcionam na máquina virtual e nas outras 
máquinas virtuais e máquinas reais estejam totalmente isolados; 

·  encapsulamento: é usado para manipular e controlar a execução do software na máquina 
virtual; 

·  desempenho: adicionar uma camada de software a um sistema pode afetar o desempenho 
do software que funciona na máquina virtual, mas os benefícios de sistemas virtuais 
compensam. 

3.1 Uso de máquinas virtuais 

Ao longo dos anos, as máquinas virtuais vêm sendo utilizadas com vários fins, como 
processamento distribuído e segurança. Um uso freqüente de sistemas baseados em máquinas 
virtuais é a chamada “consolidação de servidores” : em vez da utilização de vários equipamentos 
com seus respectivos sistemas operacionais, utiliza-se somente um computador, com máquinas 
virtuais abrigando os vários sistemas operacionais e suas respectivas aplicações e serviços. 

Segundo Sugerman, Ganesh e Beng-Hong (2001), muitos dos benefícios das máquinas 
virtuais utilizadas no ambiente dos mainframes também podem ser obtidos nos computadores 
pessoais. Algumas vantagens para a utilização de máquinas virtuais em sistemas de computação 
são: 

·  podem simular a existência de várias placas de rede dentro da máquina virtual; 
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·  pode-se ter várias máquinas virtuais cada uma com um sistema operacional diferente sem 
ter que particionar o disco rígido; 

·  facilita o aperfeiçoamento e testes de novos sistemas operacionais; 

·  auxilia no ensino prático de sistemas operacionais e programação ao permitir a execução 
de vários sistemas para comparação no mesmo equipamento; 

·  simula configurações e situações diferentes do mundo real, como por exemplo, mais 
memória disponível ou a presença de outros dispositivos de E/S; 

·  simula alterações e falhas no hardware; 

·  garante a portabilidade das aplicações; 

·  permite o desenvolvimento de novas aplicações para diversas plataformas, garantindo a 
portabilidade destas aplicações; 

·  diminuição de custos com hardware, através da consolidação de servidores; 

·  facilidades no gerenciamento, migração e replicação de computadores, aplicações ou 
sistemas operacionais; 

·  provê um serviço dedicado para um cliente específico com segurança e confiabilidade; 

·  assegura a compatibilidade e a migração de sistemas; 

·  facilidade para treinamentos e demonstrações de produtos. 

Uma das principais desvantagens na utilização de máquinas virtuais fica por conta do 
desempenho, pois o custo para a execução de um processo fica mais alto que em um computador 
real. Num trabalho desenvolvido por Santos e Teodorowitsch (2004) há um estudo do desempenho 
de máquinas virtuais e um comparativo deste desempenho entre as principais máquinas virtuais 
existentes. 

3.2 Exemplos de máquinas virtuais 

Atualmente existe uma grande variedade de máquinas virtuais, tais como o Java Virtual 
Machine, o CLR do .NET da Microsoft, o VMware e o Virtual PC para Windows. Além destes, 
também existe um sistema operacional chamado Virtual Machine (VM), que roda em máquinas 
IBM mainframes. 

3.2.1 Java Virtual Machine 

Tendo sido originalmente concebida para o desenvolvimento de pequenos aplicativos e 
programas de controle de aparelhos eletrodomésticos e eletroeletrônicos, o Java mostrou-se ideal 
para ser usada na rede internet. O que o torna tão atraente é o fato de programas escritos em Java 
poderem ser executados virtualmente em qualquer plataforma, mas principalmente em Windows, 
Unix e Mac. 

Um programa fonte escrito em Java é traduzido pelo compilador para os bytecodes, isto é, o 
código de máquina de um processador virtual, chamado Java Virtual Machine (JVM), que é o 
monitor da máquina virtual Java. 

A JVM é um programa capaz de interpretar os bytecodes produzidos pelo compilador. Com 
isso, um programa Java pode ser executado em qualquer plataforma, desde que seja dotada de uma 
JVM. É o caso dos programas navegadores mais populares, como o Netscape Navigator e o 
Internet Explorer, que já vêm com uma JVM. A vantagem desta técnica é evidente: garantir uma 
maior portabilidade para os programas Java em códigos-fonte e compilados. 
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3.2.2 Framework .Net 

O .Net, produto da Microsoft, também é uma máquina virtual, semelhante ao Java. 
Desenvolvido sobre os padrões de Web Services XML, o .Net possibilita que sistemas e 
aplicativos, novos ou já existentes, conectem seus dados e transações, independente do sistema 
operacional, tipo de computador ou de dispositivo móvel que sejam utilizados, ou de que 
linguagem de programação tenha sido utilizada na sua criação. 

A Common Language Infrastructure (CLI) contém a especificação dos seus principais 
serviços. Ela implementa a tecnologia que permite que um aplicativo seja desenvolvido em 
diversas linguagens de programação e executado num mesmo ambiente de execução. Ela é 
suportada por diversos sistemas operacionais (sistemas Win32, FreeBSD, MAC OS X e em fase de 
migração, o Linux), o que é de fundamental importância em aplicações distribuídas, como os 
sistemas multiagentes. 

Tudo isso é possível porque o Common Language Runtime (CLR) permite e fornece sistemas 
de tipos comuns para todas as linguagens baseadas no .Net Framework. 

3.2.3 VMware 

O VMware é uma máquina virtual que emula um PC baseado em Intel e consegue, portanto, 
passar muitas instruções diretamente para a CPU para execução, sem tradução de intermediários, 
aumentando assim a velocidade de processamento. Isto é um pouco diferente de uma JVM, onde, 
por exemplo, o emulador tem de traduzir o código bytecode de Java para instruções Intel, antes de 
executá-las.  

Os arquivos são armazenados em "discos virtuais" que aparecem como arquivos dentro de 
uma pasta no sistema host e cada sistema operacional pode ter uma configuração de rede distinta, 
com seu próprio endereço IP e tudo mais. As máquinas virtuais ficam acessíveis na rede, como se 
fossem realmente PCs completos, permitindo que se rode um servidor Web ou um programa P2P 
dentro de uma máquina virtual, sem comprometer a segurança do sistema principal. 

O VMWare é um produto comercial, destinado principalmente a servidores. É muito usado 
em provedores de acesso que podem rodar várias máquinas virtuais dentro de um mesmo servidor 
e assim oferecer hosts "semi-dedicados" a um custo bem mais baixo que o de servidores realmente 
exclusivos. O cliente continua tendo acesso completo a seu "servidor", apenas o desempenho pode 
ser menor, de acordo com o número de máquinas virtuais por host. 

Por razões de desempenho, o monitor do VMware utiliza uma abordagem híbrida para 
implementar a interface do monitor com as VM's. O controle de exceção e gerenciamento de 
memória é realizado através da manipulação direta do hardware, mas para simplificar o monitor, o 
controle de E/S é do sistema anfitrião. Através do uso de abstrações para suportar a E/S, o monitor 
evita manter device drivers, algo que os sistemas operacionais já implementam adequadamente. 

3.2.4 Microsoft Virtual PC 

O Microsoft Virtual PC 2004, também conhecido como VirtualPC antes de ser adquirido da 
Connectix pela Microsoft. Esta máquina virtual é muito parecida com o VMware. Pode ser 
instalado e configurado na maioria dos sistemas operacionais baseados em Intel, sem a 
necessidade de drivers específicos.  

Algumas características são: suporte para até quatro adaptadores de rede por máquina; 
configuração baseada na linguagem XML para facilitar a cópia da estação virtual; e suporte para 
até 4 GB de memória. 
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4 Arquitetura para proteção de detectores de intrusão 

Existem problemas com as informações geradas através do IDS de Rede (NIDS), já que os 
registros podem ser facilmente apagados ou alterados após um ataque bem sucedido. Essa 
fragilidade se dá porque, através de um ataque bem sucedido, o invasor pode conseguir uma sessão 
da estação e a partir desse momento, ele pode fazer seu ataque no servidor invadido ou apenas 
utilizar a máquina para atacar outros servidores, evitando fazer ataques de sua própria estação. 
Porém, antes de encerrar sua sessão, ele pode ir até seu IDS e simplesmente apagar as informações 
que seriam capazes de informar as atividades feitas por ele através da estação invadida. 

Outro problema é a recuperação da estação invadida, que em muitos casos tem que ser 
completamente instalada e re-configurada ou até mesmo ser recuperada de uma imagem que está 
em outra estação. Isso demanda tempo, e em sistemas críticos isso pode causar um prejuízo muito 
grande. 

A arquitetura proposta por este trabalho, cria uma maneira segura para proteger os dados do 
NIDS através do uso de máquinas virtuais. O servidor a ser protegido deve ser executado na 
máquina virtual com toda sua configuração como se estivesse em um Hardware comum (inclusive 
com o seu NIDS). Mas, além de existir o NIDS no servidor instalado na máquina virtual (sistema 
convidado), existe também o mesmo NIDS instalado na máquina real (sistema host) a qual passa a 
ser um host e este está protegido, pois o sistema host deve ficar sem configurações de rede e desta 
forma inacessível pelo invasor e, além disso, oculto, pois não há como se saber de sua existência. 

4.1 Desenvolvimento da proposta 

Para a criação da arquitetura proposta, foi utilizado um hardware baseado na tecnologia Intel. 
A arquitetura criada é formada por: 

·  Windows XP Professional; 

·  GFI LANguard N.S.S.; 

·  IDS Snort; 

·  MySQL; 

·  Apache versão 2.0.48 (Win32); 

·  Analysis Console for Intrusion Detection (ACID); 

·  VMware Workstation Versão 4.5.1 build-7568. 

Todas as ferramentas que fazem parte da arquitetura foram instaladas tanto no sistema host 
como no sistema convidado. 

Conforme é visto na Figura 1, tanto o sistema host quanto o sistema convidado estão ativos. 
No VMware, além do sistema convidado que será utilizado para mostrar os testes, também existem 
outras duas máquinas virtuais, uma com o Windows XP Professional e outra com o Kurumin 
(Linux). 

A máquina virtual foi criada usando o método de utilização de discos virtuais, para que possa 
ser facilitada a criação de backups. Pois desta maneira não há a necessidade de particionar o disco 
rígido, facilitando a cópia da máquina virtual já que o disco rígido do sistema convidado será 
apenas um arquivo no sistema host. 
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Figura 1: Configurações de rede 

A Figura 1 mostra como deve ficar a configuração de rede do sistema host e do sistema 
convidado. Para o funcionamento correto da arquitetura proposta, os sistemas devem estar 
configurados de maneira que o sistema host não tenha protocolos (como TCP/IP, NetBios e 
IPX/SPX) ativos, tornando o sistema host inacessível pela rede. Já o sistema convidado deve ter 
configuração de rede completa com TCP/IP, ou seja, configurado de tal forma como se fosse um 
servidor comum. 

Com o sistema host sem qualquer protocolo ativo, este fica inacessível de qualquer outra 
estação. Isso faz com que as atualizações do sistema host não possam ser realizadas pela rede de 
computadores, pois a máquina será inexistente na rede a qual o hardware está conectado. 

Na etapa seguinte de montagem da arquitetura, foi instalado o IDS (Snort) tanto no sistema 
host quanto no sistema convidado, que foi configurado de tal maneira que os pacotes que devem 
ser capturados, somente sejam os que tenham endereço destino ou origem do sistema convidado. 
Essa configuração que determina quais pacotes devem ser capturados é informada no arquivo 
“snort.conf”  que contém a configuração do Snort.  

No Snort foi colocado o endereço IP dos pacotes que devem ser capturados, tanto os pacotes 
de entrada e saída. Essa mesma configuração foi utilizada tanto no sistema host, como no sistema 
convidado, para que ambos capturem os mesmos pacotes.  

O MySQL foi instalado nos dois sistemas para que os pacotes capturados fossem gravados no 
banco de dados, e assim disponibilizando-os para futuras consultas para análise dessas 
informações. 

Para a administração do IDS (Snort), pode ser utilizado o IDScenter, que além de servir como 
ferramenta para a análise dos dados, também pode ser utilizado para configuração das regras do 
IDS, sabendo que a cada regra criada no sistema host deve obrigatoriamente ser criada no sistema 
convidado e vice-versa. 
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Figura 2: ACID 

A Figura 2 mostra a tela principal do ACID, ferramenta utilizada para a consulta dos pacotes 
capturados, que apresenta as estatísticas gerais como o número de alertas divididas pelo protocolo 
e contador de portas de origem e de destino para regras disparadas. Clicando em cada uma dessas 
informações, é possível obter informações mais detalhadas, e cada pacote capturado pode ser 
exibido em um formato decodificado. O ACID também permite a criação de consultas com vários 
parâmetros no banco de dados, desde o tipo de assinatura até o conteúdo dos pacotes. 

Para a realização de uma varredura de portas foi utilizado o software GFI LANguard N.S.S. 
Neste software, basta informar o IP que se deseja realizar o “portscan”  e dar início ao processo. 
Dessa maneira, foi possível obter dados para a análise de captura do IDS para futura comparação. 

4.2 Comprovação da inacessibilidade do IDS no host 

Com os sistemas instalados e configurados, pode-se inicializar o Snort. Na Figura 3 observa-
se a captura de pacotes dos dois sistemas, através de um comando do Snort executado no prompt, 
onde as duas máquinas, tanto o sistema host quanto o sistema convidado, capturam os mesmos 
pacotes. 

O total de pacotes processados é grande, mas apenas parte desses pacotes foi armazenada, 
pois os outros pacotes foram descartados pelas regras de assinatura do Snort. Existe a possibilidade 
de todos os pacotes serem armazenados, bastando configurar o IDS em modo promíscuo, mas o 
volume de dados será grande, além de não ter a necessidade de avaliar todos os pacotes, já que 
muitos podem não representar ataques. 
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Figura 3: Capturando pacotes 

Para que possa ser demonstrada a igualdade dos conjuntos de pacotes capturados, o Snort foi 
interrompido em ambos os sistemas para ser apresentado um resumo dos pacotes capturados. Os 
valores processados pelos sistemas host e convidado após um PortScan têm de ser os mesmos. 

 

 
Figura 4: Resultados no ACID 



�
 

Na Figura 4, através do ACID, pode-se observar o total de pacotes armazenados pelo Snort. 
Como pode ser observado, a maioria dos pacotes foi descartada, já que o Snort processou mais de 
1500 pacotes e apenas 176 pacotes foram armazenados. É de fundamental importância que o IDS 
esteja configurado da mesma maneira no host como no sistema convidado (que as regras sejam 
iguais), caso contrário, a comparação do total de pacotes assim como os pacotes armazenados pelo 
IDS não teriam funcionalidade nenhuma. 

Em um processo de invasão do sistema, podem ser utilizadas diversas ferramentas, como o 
uso de scanners para detectar quais portas estão abertas, sniffers para roubar informações como 
usuários e senhas e programas que procuram por vulnerabilidades conhecidas nos sistemas e que 
não tenham sido atualizadas. 

Este trabalho não se propõe apresentar técnicas de invasão de um sistema nem ferramentas 
que podem ser utilizadas para isso. 

Para demonstrar a funcionalidade da arquitetura, foi simulado um ataque, através de uma 
conexão telnet conforme Figura 5, onde o cracker invadiu o sistema convidado e acessou o 
MySQL listando as tabelas do Snort. A partir desse momento, qualquer informação pode ser 
alterada ou até mesmo eliminada do sistema para encobrir o seu rastro. 

 

 
Figura 5: Acesso MySQL pelo telnet 

A vantagem da utilização de máquinas virtuais para proteção do sistema, o invasor pode ter 
removido as informações sobre a sua conexão de telnet para encobrir o rastro deixado no sistema. 
Mas como o sistema estava sendo monitorado em dois lugares, o IDS do sistema host permanece 
com as informações sem nenhuma alteração. Isso pode ser observado na Figura 6 onde é mostrado 
o resultado dos pacotes no ACID: onde o IDS do host permanece com os 179 pacotes iniciais 
capturados e o sistema convidado, está com 178 pacotes já que o pacote telnet foi eliminado. 
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Figura 6: Resultado após ataque 

Após um ataque, esta máquina virtual pode ser copiada para uma outra estação para que possa 
ser estudada a fim de observar as falhas em sua segurança e pode ser iniciado um backup da 
máquina virtual com a posição antes do ataque para colocar o sistema no ar novamente. 

5 Conclusões 

O objetivo do trabalho desenvolvido no curso de Pós-Graduação foi montar uma arquitetura 
para manter segura as informações de um IDS. Para que a arquitetura proposta pudesse ser 
montada, foram estudadas as ferramentas IDS e as máquinas virtuais. 

Os crackers estão sempre desenvolvendo e procurando novas vulnerabilidades para atacar um 
computador, independente do sistema operacional que esteja sendo usado. As ferramentas de 
proteção acabam sendo um desafio a mais para ser quebrado pelos invasores, isso faz com que se 
busquem cada vez mais mecanismos para manter a integridade do sistema a ser protegido. 

A instalação da ferramenta IDS é importante devido ao número de ataques que cresce 
constantemente. É importante poder detectar uma invasão a um sistema antes que se tenha algum 
tipo de prejuízo, o qual pode até arranhar a própria imagem da empresa. Mas os sistemas de 
detecção são vulneráveis aos invasores, pois os dados normalmente ficam armazenados em banco 
de dados e arquivos de registro que podem ser alterados pelo invasor. 

Com a arquitetura proposta neste artigo o IDS ficou protegido, pois os dados de registro são 
armazenados em duplicidade, tanto no sistema host quanto no sistema convidado. Com isso, a 
arquitetura proposta mostrou ser segura, garantindo a integridade dos dados de registro 
armazenados. Essa arquitetura não diminui a possibilidade de um cracker invadir o sistema, mas, 
ao implementar um honeynet, possibilita detectar uma tentativa ou até mesmo uma invasão bem 
sucedida. Mesmo que o cracker remova os vestígios de que invadiu o sistema, ele estará apenas 
eliminando os rastros no sistema convidado e não no sistema host. 
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Com as informações armazenadas no sistema host, também poderão ser elaborados relatórios 
para dados estatísticos, podendo ser utilizados para uma melhor configuração do Firewall e do 
IDS, melhorando a detecção dos invasores devido ao aperfeiçoamento das políticas e planejamento 
da segurança. As informações armazenadas também servem para a reconstrução de um ataque ou 
na determinação de um ataque. 

Além de a detecção poder ser realizada com sucesso, tem-se o benefício da recuperação do 
servidor convidado com uma configuração anterior ao ataque, bastando restaurar um backup da 
máquina virtual em seu estado anterior. E a máquina atacada pode ser iniciada em outro sistema 
host para posterior análise dos dados devido a portabilidade das máquinas virtuais. 

É importante salientar que as ferramentas e a arquitetura utilizadas e apresentadas neste artigo 
não dispensam a utilização de Firewall, de IDS e de outras ferramentas de segurança, tais como 
antivírus e antispyware, para a proteção da rede e de seus computadores. 

Referências 

BLUNDEN, B. Vir tual Machine Design and Implementation in C/C++. Plano, Texas – USA, 
2002. Wordware Publishing. 

CAMPOS, V. R. A. Estudo comparativo de linguagens de programação. Salvador, 2003. 
Disponível em: <http://twiki.im.ufba.br/pub/MAT052/RelacaoMonografias/monografia.doc>. 
Acesso em: 12 nov 2004. 

CHEN, P. M.; NOBLE, B. D. When Vir tual is Better  Than Real. In: Proceedings of the 2001. 
Workshop on Hot Topics in Operating Systems (HOTOS). 

CLARK, M. Vir tual Honeynets. 2001. SecurityFocus. Disponível em: 
<http://www.securityfocus.com/infocus/1506>. Acesso em: 10 jun 2005. 

LAUREANO, M. A. P. Uma abordagem para a proteção de detectores de intrusão baseada 
em máquinas vir tuais. Dissertação (Mestrado em Informática Aplicada) - Centro de Ciências 
Exatas e de Tecnologia, Pontifícia Universidade Católica do Paraná, Curitiba, 2004. 103 f. 

MAGALHAES, R. M. Understanding Vir tual Honeynets. 2004. Disponível em: 
<http://www.windowsecurity.com/articles/Understanding_Virtual_Honeynets.html>. Acesso em: 
10 jun 2005.   

ROSENBLUM, M. The Reincarnation of Vir tual Machines. Disponível em: 
<http://www.acmqueue.org/modules.php?name=Content&pa=showpage&pid=168>. ACM Queue 
vol. 2, no. 5 - July/August 2004. Acesso em: jan 2005. 

SANTOS, G. M.; TEODOROWITSCH, R. Análise de Desempenho de Máquinas Vir tuais. 
Trabalho de Conclusão de Curso - Curso de Ciência da Computação, Universidade Luterana do 
Brasil (Ulbra), Gravataí-RS, 2004. 

SUGERMAN, J.; GANESH, V.; BENG-HONG L. Vir tualizing I /O Devices on Vmware 
Workstation’s Hosted Vir tual Machine Monitor . Proceedings of the 2001 USENIX Annual 
Technical Conference. P. 1 – 14. 


